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Calculator Instructions    C-3

Graphing a Function

You can use a graphing calculator to graph 

a function.

Step 1:  Press Y=. Your cursor should be 

blinking on the line \Y1=. Enter 

the equation. To enter a variable  

like x, press the key with 

X, T, Ø, n once.

Step 2: Press WINDOW to set the 

bounds and intervals you  

want displayed.

Step 3: Press GRAPH to view the graph.

Graphing a Piecewise Function

You can use a graphing calculator to graph 

piecewise functions.

Step 1:  Press Y=. Enter the first section of the 

function within parentheses. Then press 

the division button.

Step 2: Press the ( key twice and enter the first part 

of the compound inequality within 

parentheses.

Step 3: Enter the second part of the compound 

inequality within parentheses and then  

type two closing parentheses.

 Press GRAPH here to see the first section of 

the piecewise function.

Step 4: Enter the remaining sections 

of the piecewise functions as  

Y2 and Y3.

1.3

1.3

C
alcu
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C-4    Calculator Instructions

Completing a Table of Values

You can use a graphing calculator to complete a 

table of values for a given function.

Step 1: Press Y=

Step 2: Enter the function. Press ENTER.

Step 3: Press 2ND TBLSET (above WINDOW).

 TblStart is the starting data value 

for your table. Enter this value.

 ΔTbl (read “delta table”) is the 

increment. This value tells the table 

what intervals to count by for the 

independent quantity. If ΔTbl = 1 then the 

values in your table would go up by 1s. If 

ΔTbl = -1, the values would go down by 1s. 

Enter the ΔTbl.

Step 4: Press 2ND TABLE (above GRAPH). Use the up and 

down arrows to scroll through the data.

Using the Value Feature

You can use the value feature on a graphing 

calculator to determine an exact data value  

on a graph.

Step 1: Press Y=. Enter your function.

Step 2: Press WINDOW. Set appropriate values for 

your function. Then press GRAPH.

Step 3: Press 2ND and then CALC. Select 1:value.Press 

ENTER. Then type the given independent value 

next to X= and press ENTER. The cursor moves 

to the given independent value and the 

corresponding dependent value is displayed at 

the bottom of the screen.

2.2
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Calculator Instructions    C-5

Using the Intersect Feature

You can use the intersect feature to determine 

an independent value when given a dependent 

value.

Step 1: Press Y5. Enter the two equations, one next 

to Y15 and one next to Y25.

Step 2: Press WINDOW. Set appropriate bounds so you 

can see the intersection of the two 

equations. Then press GRAPH.

Step 3: Press 2ND CALC and then select 5:intersect. 

The cursor should appear somewhere on  

one of the graphs, and at the bottom  

of the screen you will see First curve? 

Press ENTER. 

The cursor should then move to somewhere on 

the other graph, and you will see Second 

curve? Press ENTER. 

You will see Guess? at the bottom of the 

screen. Move the cursor to where you think 

the intersection point is and Press ENTER. 

The intersection point will appear.

2.2

C
alcu

lator
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C-6    Calculator Instructions

Graphing a Function Using a Table of Values

You can use a graphing calculator to represent a 

data set.

Step 1: Press STAT and then press ENTER to select 

1:Edit. In the L1 column, enter the independent 

quantity values by typing each value followed  

by ENTER.

Step 2: Use the right arrow key to move to the L2 

column. Enter the dependent quantity values.

Step 3: Press 2ND and STAT PLOT. Press 4 

to turn off any plots. Press  

ENTER. Then press 2ND and STAT 

PLOT again. Press ENTER to access 

the information about Plot 1. The  

cursor should be on the word On. 

Press ENTER to turn on Plot 1.

Step 4: Use the arrow keys to move down to Xlist. 

Press 2ND L1 to set your L1 values as your 

x-values. Scroll to Ylist and Press 2ND L2 

to set your L2 values as your y-values.

Step 5: Press WINDOW to set the bounds of your graph. 

Press GRAPH to create a graph of the data.

Step 6: Use the TRACE feature and the left and right 

arrow keys to move between the points on the 

plot.

3.1
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Calculator Instructions    C-7

C
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Determining a Linear Regression

You can use a graphing calculator to determine 

the linear regression equation of a data set.

Step 1: Diagnostics must be turned on so that all 

needed data is displayed. Press 2nd CATALOG to 

display the catalog. Scroll to DiagnosticOn 

and press ENTER. Then press ENTER again. The 

calculator should display the word Done.

Step 2: Press STAT and use the right arrow key to 

show the CALC menu. Type 4 to choose 

LinReg(ax1b) and press ENTER.

Step 3: Make sure L1 is listed next to Xlist and L2 

is listed next to Ylist. Scroll down to 

Calculate and press ENTER.

 The calculator should show y = ax + b 

as well as four values labeled a, b, r2, 

and r.

Step 4: Press Y=. Enter the linear regression 

equation next to Y1=. Then press GRAPH 

to see the line of best fit.

 The calculator will automatically copy the 

linear regression equation to Y1 if you enter 

LinReg(ax + b) Y1. Repeat Step 2 to enter 

LinReg(ax + b), then press VARS and use the 

right arrow keys to show Y-VARS. Press 

FUNCTION and select Y1. When you press ENTER 

the equation will appear in Y1.

3.1
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C-8    Calculator Instructions
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Generating Two Sequences

You can use a graphing calculator to generate 

two sequences at the same time in order to 

determine a certain term in a sequence.

Step 1: Within a set of brackets, enter the first 

term number followed by a comma and then the 

first term value of the sequence. The 2ND key 

is used to enter the brackets. Press ENTER. 

Step 2: Provide direction to the calculator on how to 

generate each term of the sequence. 

 Press 2ND{2NDANS(1) and then indicate how the 

term numbers will increase or decrease, and 

by how much by entering the plus or minus 

sign and the amount of increase or decrease. 

 Then press ,2ND ANS(2) and enter the common 

difference of the term values. Then close the 

brackets by pressing 2ND} and press ENTER.

 The calculator will display the next term 

number and value.

Step 3: Press ENTER and the next term number 

and value will be displayed.

Step 4: Continue pressing ENTER until you reach the 

nth term number and 

value you want to determine.

Graphing a System of Linear Inequalities

You can use a graphing calculator to graph  

a system of linear inequalities.

Step 1: Press Y= and enter the two inequalities 

as Y1 and Y2.

Step 2: While still in the Y= window, access the 

inequality function by moving your cursor  

to the left until the \ flashes. Press ENTER 

to select the appropriate inequality  

symbol (  or ).

Step 3: Press WINDOW and set the bounds.

Step 4: Press GRAPH.

4.3

7.2
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Calculator Instructions    C-9
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Constructing a Box-and-Whisker Plot

You can use a graphing calculator to construct a 

box-and-whisker plot.

Step 1: Press STAT and then press ENTER to select 

1:Edit.

Step 2: Enter the data values of the data set in List 1.

Step 3: Press 2nd and STAT PLOT, which is above the 

Y= button.

Step 4: Select 1: and press ENTER. Then highlight 

PLOT 1 and press ENTER to turn Plot 1 on. 

Then scroll down to Type: and select the 

box-and-whisker icon.  Press ENTER.

Step 5: Make sure the XList is using the correct 

list. Then press GRAPH.

Determining Standard Deviation

You can use a graphing calculator to  

determine the standard deviation of  

a data set.

Step 1: Press STAT and then ENTER to 

select 1:Edit. Enter each data set 

into its own List.

Step 2: Press STAT then scroll to the right 

to highlight CALC. Press ENTER to 

select 1:Var-Stats. Press ENTER.

Step 3: Your screen should display 1—Var 

Stats. Press 2ND then the list 

you want the calculator to use for 

these calculations.

Step 4: Your calculator should display the 

same data values as when you 

determined the mean. However, this 

time use the value for sx.

8.2

8.4
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C-10    Calculator Instructions
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Comparing a Data Set With Its Linear Regression

You can use a graphing calculator to show how 

the actual values of a data set differ from the 

values predicted by a linear regression.

Step 1: Enter the data values, press STAT, select 

CALC, and then select 4:LinReg(ax+b). Scroll 

down to Store RegEQ: Press VARS, select 

Y-VARS at the top, and then press 1 two 

times. Then select Calculate. 

Step 2: Press STAT and then 1. Then press the right 

arrow key until you get to L6. Press the up 

arrow key and then the right arrow key.

Step 3: If the list of residuals is not already 

displayed, press 2ND and then LIST. Select 

7↓RESID. Press ENTER.

Step 4: Press 2ND, STAT PLOT, 1 to turn on the plot 

and choose the type of display for the graph. 

Press ZOOM and then 9 to show the data and 

the line of best fit.

You can also use a graphing calculator to graph a 

residual plot.

Step 5: Press STAT and then 1. Copy the data from the 

residuals list to L6. You can round the data 

values if you wish.

Step 6: Press 2ND, STAT PLOT, and then 1. Make sure 

L1 is entered next to Xlist and L6 is entered 

next to Ylist.

Step 7: Press STAT, select CALC, and then select 

2:2-Var Stats. Make sure L1 is entered next 

to Xlist and L6 is entered next to Ylist. 

Select Calculate and then press ZOOM, 9 to 

see the residual plot.

9.4
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Calculator Instructions    C-11
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Determining an Exponential Regression Equation

You can use a graphing calculator to determine the 

exponential regression equation for a data set.

Step 1: Press STAT and select 1:Edit. Enter the data 

set with the independent variable in L1 and 

the dependent variable in L2.

Step 2: Press STAT and scroll to CALC. Then scroll 

down to 0:ExpReg. Press ENTER twice.

The calculator will display the values of each 

variable in the form y 5 a.bx.

Step 3: The r-value displayed represents the 

correlation coefficient.

11.3
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Glossary    G-1

A

absolute maximum
A function has an absolute maximum if there is a 
point that has a y-coordinate that is greater than the 
y-coordinates of every other point on the graph.

Example

The ordered pair (4, 2) is the absolute maximum of the 

graph of the function f(x) 5 2
1 __ 2  x2 1 4x 2 6.

28 26 24 22

4

2

22
2

(4, 2)

0 4 6 8
x

24

26

28

y

y 5 2
1
2 x2 1 4x 2 6

8

6

absolute minimum
A function has an absolute minimum if there is a 
point that has a y-coordinate that is less than the 
y-coordinates of every other point on the graph.

Example

The ordered pair (1, 24) is the absolute minimum of the 

graph of the function y 5   2 __ 
3
   x2 2   4 __ 

3
   x 2   10 ___ 

3
  .

28 26 24 22

4

2

22
2

(1, 24)

0 4 6 8
x

24

26

28

y

2
3y 5 x2 2

4
3

10
3x 2

8

6

absolute value
The absolute value of a number is its distance from zero 
on the number line.

Examples

|5| 5 5 because 5 is 5 units from 0 on the number line. 
|23| 5 3 because 23 is 3 units from 0 on the 
number line.

angle
An angle is formed by two rays that share a common
endpoint.

G
lossary

Glossary
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G-2    Glossary

Angle-Angle-Side Congruence Theorem
The Angle-Angle-Side Theorem states that if two angles 
and a non-included side of one triangle are congruent 
to the corresponding angles and the corresponding 
non-included side of a second triangle, then the 
triangles are congruent.

angle bisector
An angle bisector is a ray drawn through the vertex of 
an angle that divides the angle into two angles of equal 
measure, or two congruent angles.

Example

Ray BY is an angle bisector.

B

Y

angle of rotation
The angle of rotation is the measure of the amount the 
figure is rotated about the point of rotation.

Angle-Side-Angle Congruence Theorem
The Angle-Side-Angle Congruence Theorem states 
that if two angles and the included side of one triangle 
are congruent to the corresponding two angles and 
the included side of another triangle, then the triangles 
are congruent.

arc
An arc is a part of a circle that is the curve between two 
points on the circle.

Example

Arc CD is an arc of circle O.

OC

D

argument of a function
The argument of a function is the variable on which the 
function operates.

Example

In the function f(x 1 5) 5 32, the argument is x 1 5.

arithmetic sequence
An arithmetic sequence is a sequence of numbers in 
which the difference between any two consecutive 
terms is a constant.

Example

The sequence 1, 3, 5, 7 is an arithmetic sequence with 
a common difference of 2.

B

bases of a trapezoid
The parallel sides of a trapezoid are known as the bases 
of the trapezoid.

Example

bases

basic function
A basic function is the simplest function of its type.

Examples

The basic linear function is f(x) 5 x. 
The basic exponential function is g(x) 5 2x. 
The basic quadratic function is h(x) 5 x2.

biconditional statement
When a conditional statement and its converse are 
both true, they can be combined and written as a single 
statement using “if and only if.” This statement is called 
a biconditional statement.

bin
The width of a bar in a histogram represents an interval 
of data and is often referred to as a bin.
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Glossary    G-3

box-and-whisker plot
A box-and-whisker plot displays a data distribution 
based on a five number summary.

Example

The box-and-whisker plots compare the test scores 
from two algebra classes.

Class 1

0 10 20 30 40 50

48 60 72 84 94

57 65 8085 95

60 70 80 90 100

Class 2

break-even point
The break-even point is the point where two functions 
are equal.

Example

x
4540

300

350

400

450

20 25
Gearboxes

D
ol

la
rs

200

250

353015

150

10

100

5

50

0

y
break-even point

C

categorical data
Data that can be grouped into categories are called 
categorical data.

causation
Causation is when one event causes a second event.

common difference
The difference between any two consecutive terms 
in an arithmetic sequence is called the common 
difference. It is typically represented by the variable d.

Example

The sequence 1, 3, 5, 7 is an arithmetic sequence with 
a common difference of 2.

common ratio
The ratio between any two consecutive terms in a 
geometric sequence is called the common ratio. It is 
typically represented by the variable r.

Example

The sequence 2, 4, 8, 16 is a geometric sequence with 
a common ratio of 2.

common response
A common response is when a variable other than 
the ones measured cause the same result as the one 
observed in the experiment.

composite figure
A composite figure is a figure that is formed by 
combining different shapes.

compound inequality
A compound inequality is an inequality that is formed 
by the union, “or,” or the intersection, “and,” of two 
simple inequalities.

Example

The statement “x . 5 or x , 25” is a compound 
inequality.

compound interest
In a compound interest account, the interest earned 
at the end of each year is a percent of the account 
balance at the beginning of the year.

Example

Sonya opens a savings account with $100. She earns 
$4 in interest the first year. The compound interest y is 
found by using the equation y 5 100(1 1 0.04)t, where t 
is the time in years.
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G-4    Glossary

conclusion
The conclusion of a conditional statement is the  
variable q.

conditional statement
A conditional statement is a statement that can be 
written in the form “If p, then q.” This form is also 
known as the propositional form.

confounding variable
A confounding variable is when there are other variables 
in an experiment that are unknown or unobserved.

congruent
Congruent means to have the same size, shape, and 
measure. The symbol > indicates that two figures 
are congruent.

congruent angles
Congruent angles are angles that are equal in measure.

Example

Angles A and B are congruent angles.

A        B

congruent line segments
Line segments that have the same length are called 
congruent line segments.

Example

Line segments AB and CD are congruent line segments.

A B

C D

conjunction
A compound inequality in the form a , x , b, where a 
and b are any real numbers, is a conjunction.

Example

The compound inequality “x # 1 and x . 23” 
is a conjunction.

consistent systems
Systems that have one or many solutions are called 
consistent systems.

constant function
If the dependent variable of a function does not change 
or remains constant over the entire domain, then the 
function is called a constant function.

Example

The function shown is a constant function.

8

6

4

2

0

22

24

26

28

2 4 6 8 10 12 14 16 18
x

y

constraints
In a system of linear inequalities, the inequalities 
are known as constraints because the values of the 
expressions are “constrained” to lie within a certain 
region on the graph.

continuous data
Continuous data are data which can take any numerical 
value within a range.

continuous graph
A continuous graph is a graph of points that are 
connected by a line or smooth curve on the graph.

contrapositive
The contrapositive of a conditional statement of the 
propositional form “If p, then q” is the statement of the 
form “If not q, then not p.”
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Glossary    G-5

G
lossary

corresponding angles
Corresponding angles are angles that have the same 
relative positions in geometric figures.

Example

Angle B and Angle E are corresponding angles.

A E D

FB C

corresponding sides
Corresponding sides are sides that have the same 
relative positions in corresponding geometric figures.

Example

Side lengths AB and DE are corresponding sides in 
similar triangles ABC and DEC.

E

DC

B

A
5 cm

6 cm 3.5 cm

12 cm

10 cm

7 cm

cube root
A number b is a cube root of a number a if b3 5 a.

Example

The cube root of 8 is 2.

converse
The converse of a conditional statement of the form “If 
p, then q” is the statement of the form “If q, then p.”

coordinate notation
Coordinate notation is a notation that uses ordered pairs 
to describe a transformation on a coordinate plane.

Example

The coordinate notation (x, y) → (x 1 a, y), where a is a 
real number, indicates a horizontal translation.

correlation coefficient
The correlation coefficient indicates how closely the 
data points form a straight line.

Example

The correlation coefficient for these data is 20.9935. 
The value is negative because the equation has a 
negative slope. The value is close to 21 because the 
data are very close to forming a straight line.

108

96

84

72

60

48

P
er

ce
nt

 o
f S

cu
lp

tu
re

 R
em

ai
ni

ng

36

24

12

0 1 2 3 4 5 6
Time (hours)

How Long Does an Ice
Sculpture Last?

7 8 9
x

y
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G-6    Glossary

G
lo
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discrete data
Discrete data are data that has only a finite number of 
values or data that can be “counted.”

discrete graph
A discrete graph is a graph of isolated points.

disjunction
A compound inequality in the form x , a or x . b, 
where a and b are any real numbers, is a disjunction.

Example

The compound inequality “x , 22 or x . 1” 
is a disjunction.

Distance Formula
The Distance Formula states that if (x1, y1) and 
(x2, y2) are two points on the coordinate plane, then the 
distance d between (x1, y1) and (x2, y2) is given by 

d 5  √
___________________

  [x2 2 x1]
2 1 [y2 2 y1]

2  .

Example

To find the distance between the points (21, 4) 
and (2, 25), substitute the coordinates into the 
Distance Formula.

d 5  √
___________________

  (x2 2 x1)
2 1 (y2 2 y1)

2  

d 5  √
___________________

  (2 1 1)2 1 (25 2 4)2  

d 5  √
__________

 32 1 (29)2  

d 5  √
_______

 9 1 81  

d 5  √
___

 90  

d  9.49

So, the distance between the points (21, 4) and (2, 25) 
is approximately 9.49 units.

domain
The domain is the set of input values in a relation.

Example

The domain of the function y 5 2x is the set of all real 
numbers.

D

data distribution
A data distribution is the way in which data are spread 
out or clustered together.

decreasing function
If a function decreases across the entire domain, then 
the function is called a decreasing function.

Example

The function shown is a decreasing function.

8

6

4

2

0

22

24

26

28

2 4 6 8 10 12 14 16 18
x

y

deduction
Deduction is reasoning that involves using a general 
rule to make a conclusion.

dependent quantity
When one quantity depends on another in a problem 
situation, it is said to be the dependent quantity.

Example

In the relationship between driving time and distance 
traveled, distance is the dependent quantity, because 
distance depends on the driving time.
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Glossary    G-7

G
lossary

extrapolation
To make predictions for values of x that are outside of 
the data set is called extrapolation.

F

finite sequence
If a sequence terminates, it is called a finite sequence.

Example

The sequence 22, 26, 30 is a finite sequence.

first differences
First differences are the values determined by 
subtracting consecutive y-values in a table when the 
x-values are consecutive integers.

Example

Time 
(minutes)

Height 
(feet)

First Differences

1 2 0 5 1 

2 2 1 5 1 

3 2 2 5 1 

0 0

1800 2 0 5 1800

1 1800

3600 2 1800 5 1800

2 3600

5400 2 3600 5 1800

3 5400

E

equivalent compound inequalities
An equivalent compound inequality is a compound 
inequality that is the equivalent of an absolute 
value inequality.

Examples

Absolute Value Inequality 
Equivalent Compound 

Inequality

|ax 1 b| , c 2c , ax 1 b , c

|ax 1 b| # c 2c # ax 1 b # c

|ax 1 b| . c ax 1 b , 2c or ax 1 b . c

|ax 1 b| $ c ax 1 b # 2c or ax 1 b $ c

explicit formula
An explicit formula of a sequence is a formula for 
calculating the value of each term of a sequence using 
the term’s position in the sequence.

Example

The sequence 1, 3, 5, 7, 9, . . . can be described by the 
rule an 5 2n 2 1 where n is the position of the term. The 
fourth term of the sequence a4 is 2(4) 2 1, or 7.

exponential functions
The family of exponential functions includes functions of 
the form f(x) 5 a ? bx, where a and b are real numbers, 
and b is greater than 0 but is not equal to 1.

Example

The function f(x) 5 2x is an exponential function.

dot plot
A dot plot is a graph that shows how discrete data are graphed using a number line.

Example

1

X X X XX
X

X
X

X

X
X

X
X

X X X X
X

X
X

2 3 4 5 6 7 8 9 10 11 12
Sugar Amount in One Serving (grams)

Sugar in Breakfast Cereals

13 14 15 16 17 18 19 20 21 22
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five number summary
The five number summary consists of the minimum value, the first quartile (Q1), the median, the third quartile (Q3), 
and the maximum value of a data set.

Example

Minimum Maximum
least value

of the data set
greatest value
of the data set

Q1
median of the
lower half of 
the data set

median of the
upper half of 
the data set

Q3

Median
middle value

of the data set

frequency
The height of each bar in a histogram indicates the frequency, which is the number of data values included in any 
given bin.

frequency distribution
A frequency distribution displays the frequencies for categorical data in a two-way table.

Example

Favorite Meals of Students

Burgers
Chicken 
Nuggets

Pizza Salad Bar

G
ra

d
e 

Le
ve

l 

9th grade 4 1 3 5

10th grade 3 7 3 4

frequency marginal distribution
A frequency marginal distribution displays the total of the frequencies of the rows or columns of a 
frequency distribution.

Favorite Meals of Students

Burgers
Chicken 
Nuggets

Pizza Salad Bar Total

G
ra

d
e 

Le
ve

l 

9th grade 4 1 3 5 13

10th grade 3 7 3 4 17

Total 7 8 6 9 30
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half-plane
The graph of a linear inequality is a half-plane, or half of 
a coordinate plane.

Example

The shaded portion of the graph is a half-plane.

18

16

14

12

10

8

6

4

2

0 1 2 3 4 5 6 7 8 9
x

y

histogram
A histogram is a graphical way to display quantitative 
data using vertical bars.

Example

Number of Hours

Hours Spent Playing Video Games 
on the Weekends

N
um

b
er

 o
f S

tu
d

en
ts

5 15 20 25100

1

2

3

4

5

6

7

8

9

10

function
A function is a relation between a given set of elements, 
such that for each element in the domain there exists 
exactly one element in the range.

Example

The equation y 5 2x is a function. Every value of x has 
exactly one corresponding y-value.

function family
A function family is a group of functions that share 
certain characteristics.

Examples

Linear functions and exponential functions are examples 
of function families.

function notation
Function notation is a way of representing functions 
algebraically.

Example

In the function f(x) 5 0.75x, f is the name of the 
function, x represents the domain, and f(x) represents 
the range.

G

geometric sequence
A geometric sequence is a sequence of numbers in 
which the ratio between any two consecutive terms  
is a constant.

Example

The sequence 2, 4, 8, 16 is a geometric sequence with 
a common ratio of 2.
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I

image
The new figure created from a transformation is called 
the image.

Example

The image of a rectangle under a translation is shown.

image

included angle
An included angle is the angle formed by two sides  
of a triangle.

included side
An included side is the side between two angles  
of a triangle.

inconsistent systems
Systems with no solution are called  
inconsistent systems.

increasing function
If a function increases across the entire domain, then 
the function is called an increasing function.

Example

The function shown is an increasing function.

8

6

4

2

0

22

24

26

28

2 4 6 8 10 12 14 16 18
x

y

horizontal asymptote
A horizontal asymptote is a horizontal line that a 
function gets closer and closer to, but never intersects.

Example

The graph shows a horizontal asymptote at y 5 21.

28 26 24 22

4

2

22
20 4 6 8

24

26

28

y

8

6

horizontal translation
A horizontal translation of a graph is a shift of the entire 
graph left or right. A horizontal translation affects the 
x-coordinate of each point on the graph.

Examples

The graphs of t(x 1 3) and t(x 2 1) are horizontal 
translations of the graph of t(x).

43

1

2

3

4

21
21

2

t(x 2 1)t9(x 1 3) t(x)

122

22

23

23

24

24

x
0

y

hypothesis
The hypothesis of a conditional statement is the  
variable p.

8043_Glossary.indd   10 5/4/12   9:36 AM



©
 2

01
2 

C
ar

ne
gi

e 
Le

ar
ni

ng

Glossary    G-11

G
lossary

intersection point
If you have intersecting graphs, a solution is the ordered 
pair that satisfies both functions at the same time, or 
the intersection point of the graphs.

Example

8100

7200

6300

5400

4500

3600

2700

1800

900

0 1 2 3 4 5 6 7 8 9
Time (minutes)

H
ei

gh
t 

(fe
et

)
x

y h(t) 5 1800t

y 5 7200

(t,   h(t))

(4, 7200)

intersection point

inverse
The inverse of a conditional statement of the 
proposition form “If p, then q” is the statement of the 
form “If not p, then not q.

J

joint frequency
Any frequency recorded within the body of a two-way 
frequency table is known as a joint frequency.

independent quantity
The quantity that the dependent quantity depends upon 
is called the independent quantity.

Example

In the relationship between driving time and distance 
traveled, driving time is the independent quantity, 
because it does not depend on any other quantity

index
The index is the position of a term (its term number) in a 
sequence. Also, the value that sits outside the radical is 
called the index of the radical.

Examples

In the sequence 125, 143, 161 . . . the term 125 has an 
index of 1.
In the radical expression   4  16   , the number 4 is the index.

induction
Induction is reasoning that involves using specific 
examples to make a conclusion.

infinite sequence
If a sequence continues on forever, it is called an infinite 
sequence.

Example

The sequence 22, 26, 30, 34 . . . is an infinite sequence.

interpolation
Using a linear regression to make predictions within the 
data set is called interpolation.

interquartile range (IQR)
The interquartile range, IQR, measures how far the data 
are spread out from the median.

Example

In the data set 13, 17, 23, 24, 25, 29, 31, 45, 46, 53, 60, 
the median, 29, divides the data into two halves. The 
first quartile, 23, is the median of the lower half of the 
data. The third quartile, 46, is the median of the upper 
half of the data. The interquartile range is 46 2 23, or 23.
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linear absolute value equation
An equation in the form |x 1 a| 5 c is a linear absolute 
value equation.

Example

The equation |x 2 1| 5 6 is a linear absolute value 
equation.

linear absolute value functions
The family of linear absolute value functions includes 
functions of the form f(x) 5 a|x 1 b| 1 c, where a, b, 
and c are real numbers, and a is not equal to 0.

Example

The function f(x) 5 |x 2 3| 2 2 is a linear absolute 
value function.

linear absolute value inequality
An inequality in the form |x 1 a| , c is a linear absolute 
value inequality.

Example

The inequality |w 2 145.045| # 3.295 is a linear 
absolute value inequality.

linear combinations method
The linear combinations method is a process used to 
solve a system of equations by adding two equations 
together, resulting in an equation with one variable.

Example

Solve the following system of equations by using the 
linear combinations method: 

   6x 2 5y 5 3
        

2x 1 2y 5 12
  
 
 

First, multiply the second equation by 23. Then, add 
the equations and solve for the remaining variable. 
Finally, substitute y 5 3 into the first equation and solve 
for x. The solution of the system is (3, 3).

linear functions
The family of linear functions includes functions of the 
form f(x) 5 mx 1 b, where m and b are real numbers.

Example

The function f(x) 5 3x 1 2 is a linear function.

L

least squares regression line
A least squares regression line is the line of best fit that 
minimizes the squares of the distances of the points 
from the line.

Example

The line shown is a least squares regression line for 
these data.

180

160

140

120

100

80

Tr
in

ke
ts

 P
ro

d
uc

ed
 (t

rin
ke

ts
)

60

40

20

0 1 2 3 4 5 6
Time (hours)

Production of Trinkets

7 8 9
x

y

legs of a trapezoid
The non-parallel sides of a trapezoid are known as the 
legs of the trapezoid.

Example

legs
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line of best fit
A line of best fit is the line that best approximates the 
linear relationship between two variables in a data set.

Example

The line shown is a line of best fit for these data.
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20

0 1 2 3 4 5 6
Time (hours)

Production of Trinkets

7 8 9
x

y

line of reflection
A line of reflection is the line that the graph is reflected 
about.

Example

The triangle on the left was reflected over the line  
x 5 2 3 to create the triangle on the right.

28210 26 24

Line of
Re�ection

22
22

24

26

0 2 4 6
x

28

y

8

6

4

2

linear piecewise functions
Linear piecewise functions include functions that  
have equation changes for different parts, or pieces,  
of the domain.

Example

The function f(x) is a linear piecewise function.

f(x) 5     x 1 5      x # 22              
22x 1 1  22 , x # 2

 
              

2x 2 9    x . 2
   

 
 

linear programming
Linear programming is a branch of mathematics that 
determines the maximum and minimum value of linear 
expressions on a region produced by a system of 
linear inequalities.

linear regression
A linear regression models the relationship between two 
variables in a data set by producing a line of best fit.

linear regression equation
The equation that describes the line of best fit is called 
the linear regression equation.

Example

The linear regression equation for these data is y 5 25x.
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Midpoint Formula
The Midpoint Formula states that if (x1, y1) and 
(x2, y2) are two points on the coordinate plane, then the 
midpoint of the line segment that joins these two points 

is given by  (   x1 1 x2 _______ 
2
  ,   

y1 1 y2 _______ 
2
   ) .

Example

To find the midpoint between the points (21, 4) 
and (2, 25), substitute the coordinates into the 
Midpoint Formula.

 (   x1 1 x2 _______ 
2
  ,   

y1 1 y2 _______ 
2

   )  5  (   21 1 2 _______ 
2
  ,   4 2 5 ______ 

2
   ) 

5  (   1 __ 
2
  ,   21 ___ 

2
   ) 

So, the midpoint between the points (21, 4) and (2, 25)

is  (   1 __ 
2
  , 2

1 __ 2   ) .

N

necessary condition
A correlation is a necessary condition for causation, 
meaning that for one variable to cause another, they 
must be correlated.

non-included side
The non-included side is a side that is not located 
between the two angles.

literal equation
Literal equations are equations in which the variables 
represent specific measures.

Examples

The equations I 5 Prt and A 5 lw are literal equations.

logically equivalent
Two proposition forms are logically equivalent if they 
have the same truth values for corresponding values of 
the propositional variables.

lower fence
The value of Q1 2 (IQR ? 1.5) is known as the lower 
fence for a data set.

M

measure of central tendency
A measure of central tendency is the numerical values 
used to describe the overall clustering of data in a set.

Examples

The mean, median, and mode are the most common 
measures of central tendency.

midpoint
A midpoint is a point that is exactly halfway between 
two given points.

Example

Because point B is the midpoint of segment AC, 
segment AB is congruent to segment BC.

A CB

8043_Glossary.indd   14 5/4/12   9:36 AM



©
 2

01
2 

C
ar

ne
gi

e 
Le

ar
ni

ng

Glossary    G-15

G
lossary

P

point of rotation
The fixed point about which a figure is rotated is called 
the point of rotation.

point-slope form
The point-slope form of the equation of the line  
that passes through (x1, y1) and has slope m is 
y 2 y1 5 m(x 2 x1). 

postulate
A postulate is a mathematical statement that cannot be
proved but is considered true.

pre-image
The original figure in a transformation is called  
the pre-image.

Example

The pre-image of a rectangle under a translation is shown.

pre-image

normal distribution
A normal distribution is a collection of many data points that form a bell-shaped curve.

Example

40 60 80 100 120

nth root
If n represents a positive number, then a number b is 
the nth root of a if bn 5 a.

Example

The number 2 is the 4th root of 16, because 24 5 16.

O

opposites
Two numbers that are an equal distance, but are in 
different directions, from zero on the number line are 
called opposites.

Example

The opposite of 23 is 3. Both numbers are 3 units from 
0 on the number line.

outlier
An outlier is a data value that is significantly greater or 
lesser than other data values in a data set.

Example

In the data set 1, 1, 3, 3, 4, 4, 5, 1000, the outlier 
is 1000.
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recursive formula
A recursive formula expresses each new term of a 
sequence based on the preceding term in the sequence.

Example

The formula an 5 an21 1 2 is a recursive formula. 
Each successive term is calculated by adding 2 to the 
previous term. If a1 5 1 then a2 5 1 1 2 5 3.

reflection
A reflection of a graph is a mirror image of the graph 
about a line of reflection.

Example

The triangle on the right is a reflection of the triangle on 
the left.

2

4

6

8

22

Line of
Re�ection

22
4224

24

26

26

28

28

6210
x

0

y

regular polygon
A regular polygon is a polygon whose sides all  
have the same length and whose angles all have 
the same measure.

relation
A relation is the mapping between a set of input values 
called the domain and a set of output values called the 
range.

Example

The set of points {(0, 1), (1, 8), (2, 5), (3, 7)} is a relation.

proof by contradiction
To prove a statement using proof by contradiction, 
assume that the conclusion is false. Then show that the 
hypothesis is false, or a contradiction.

propositional form
A statement written in the form “If p, then q” is written 
in propositional form. This statement is also known as a 
conditional statement.

propositional variables
The variables p and q in a conditional statement written 
in propositional form are propositional variables.

Q

quadratic functions
The family of quadratic functions includes functions of 
the form f(x) 5 ax2 1 bx 1 c, where a, b, and c are real 
numbers, and a is not equal to 0.

Examples

The equations y 5 x2 1 2x 1 5 and y 5 24x2 2 7x 1 1 
are quadratic functions.

R

radicand
The value that is inside a radical is called the radicand.

Example

In the radical expression  √
___

 25   , the number 25 is 
the radicand.

range
The range is the set of output values in a relation.

Example

The range of the function y 5 x2 is the set of all 
numbers greater than or equal to zero.

rational exponent
A rational exponent is an exponent that is a rational 
number written as a fraction.

Example

In the expression  x   
2 __ 
3

   , the value   2 __ 
3
   is a rational exponent.
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relative frequency conditional distribution
A relative frequency conditional distribution is the percent or ratio of occurrences of a category given the specific 
value of another category.

Grades of Mr. Lewis’s Science Students

A B C D F Total

S
ci

en
ce

 C
la

ss
es Biology   6 ___ 

20
   5 30%   6 ___ 

20
   5 30%   5 ___ 

20
   5 25%   1 ___ 

20
   5 5%   2 ___ 

20
   5 10%   20 ___ 

20
   5 100%

Chemistry   4 ___ 
30

    13.3%   8 ___ 
30

    26.7%   12 ___ 
30

   5 40%   4 ___ 
30

    13.3%   2 ___ 
30

    6.7%   30 ___ 
30

   5 100%

Physics   2 ___ 
15

    13.3%   5 ___ 
15

    33.3%   6 ___ 
15

   5 40%   1 ___ 
15

    6.7%   1 ___ 
15

    6.7%   15 ___ 
15

   5 100%

relative frequency distribution
Representing the relative frequencies for joint data displayed in a two-way table is called a relative frequency 
distribution. The relative frequency distribution provides the ratio of occurrences in each category to the total number 
of occurrences.

Activities Preferred During Hot Weather

Sports Movies Reading Walking

Students Age 18 
Years Old and Under   20 ____ 

280
    7.1%   30 ____ 

280
    10.7%   22 ____ 

280
    7.9%   8 ____ 

280
    2.9%

Adults Age 19 Thru  
50 Years Old   10 ____ 

280
    3.6%   32 ____ 

280
    11.4%   25 ____ 

280
    8.9%   43 ____ 

280
    15.4%

Adults Over  
50 Years Old   5 ____ 

280
    1.8%   20 ____ 

280
    7.1%   35 ____ 

280
    12.5%   30 ____ 

280
    10.7%

relative frequency marginal distribution
Displaying the relative frequencies for the rows or columns in a two-way table is called a relative frequency marginal 
distribution. The relative frequency marginal distribution provides the ratio of total occurrences for each category to 
the total number of occurrences.

Activities Preferred During Hot Weather

Sports Movies Reading Walking Total

Students Age  
18 Years Old  
and Under

  20 ____ 
280

    7.1%   30 ____ 
280

    10.7%   22 ____ 
280

    7.9%   8 ____ 
280

    2.9%   80 ____ 
280

    28.6%

Adults Age 19  
Thru 50 Years Old   10 ____ 

280
    3.6%   32 ____ 

280
    11.4%   25 ____ 

280
    8.9%   43 ____ 

280
    15.4%   110 ____ 

280
    39.3%

Adults Over  
50 Years Old   5 ____ 

280
    1.8%   20 ____ 

280
    7.1%   35 ____ 

280
    12.5%   30 ____ 

280
    10.7%   90 ____ 

280
    32.1%

Total   35 ____ 
280

    12.5%   82 ____ 
280

    29.3%   82 ____ 
280

    29.3%   81 ____ 
280

    28.9%   280 ____ 
280

   5 100%
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rotation
A rotation is a rigid motion that turns a figure about a 
fixed point.

Example

The figure has been rotated 90° counterclockwise about 
the point (0, 0).

022

2

22

24

4

2 424
x

y

S

segment bisector
A segment bisector is a line, line segment, or ray that 
divides a line segment into two line segments of equal 
measure, or two congruent line segments.

Example

AB is a segment bisector of CD.

C D

A

B

sequence
A sequence is a pattern involving an ordered 
arrangement of numbers, geometric figures, letters, 
or other objects.

Example

The numbers 1, 1, 2, 3, 5, 8, 13 form a sequence.

residual
A residual is the distance between an observed 
data value and its predicted value using a 
regression equation.

residual plot
A residual plot is a scatter plot of the independent 
variable on the x-axis and the residuals on the y-axis.

Example

The graph at bottom shows a residual plot of the 
braking distance data.

x

y
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Residual Plot

rigid motion
A rigid motion is a transformation of points in space.
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skewed left distribution
In a skewed left distribution of data, the peak of the 
data is to the right side of the graph. There are only a 
few data points to the left side of the graph.

Example

These data show a skewed left distribution.

Skewed left

x
x
x

x
x
x

x
x

xxxx
xx

x
x

xxxxxxxxx

skewed right distribution
In a skewed right distribution of data, the peak of the 
data is to the left side of the graph. There are only a few 
data points to the right side of the graph.

Example

These data show a skewed right distribution.

Skewed right

x
x
x

x
x
x

x
x
x

x x x x
x
x

x
x

x x x x x x x x

slope-intercept form
The slope-intercept form of a linear equation is  
y 5 mx 1 b where b is the y-intercept and m is 
the slope.

Example

The linear equation y 5 2x 1 1 is written in 
slope-intercept form. The slope of the line is  
2 and the y-intercept is 1.

solution
The solution of a linear equation is any value that makes 
the open sentence true.

Example

The solution of the equation 3x 1 4 5 25 is 7 because 7 
makes the equation true: 3(7) 1 4 5 25, or 25 5 25.

Side-Angle-Side Congruence Theorem
The Side-Angle-Side Congruence Theorem states  
that if two sides and the included angle of one triangle 
are congruent to the corresponding sides and the 
included angle of the second triangle, then the triangles 
are congruent.

side-by-side stem-and-leaf plot
A side-by-side stem-and-leaf plot allows a comparison 
of two data sets. The two data sets share the same 
stem, but have leaves to the left and right of the stem.

Example

Difference in Departure Times (minutes)

My Air Airlines Fly High Airlines

5 0 0 7 8

9 5 1 1 4 5 6

6 0 0 2 4 7 9

4 3 3 3 0 2

    0 4 5 9

2)4 5 24 minutes

Side-Side-Side Congruence Theorem
The Side-Side-Side Congruence Theorem states 
that if three sides of one triangle are congruent to 
the corresponding sides of another triangle, then the 
triangles are congruent.

significant digits
Significant digits are digits that carry meaning 
contributing to a number’s precision.

simple interest
In a simple interest account, the interest earned at the 
end of each year is a percent of the original deposited 
amount (also known as the original principal).

Example

Tonya deposits $200 in a 3-year certificate of deposit 
that earns 4% interest. The amount of interest that Tonya 
earns can be found using the simple interest formula.
I 5 (200)(0.04)(3)
I 5 24
Tonya earns $24 in interest.
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standard deviation
Standard deviation is a measure of how spread out the 
data are from the mean. The formula 

s5   
 √

___________

   ∑ 
i51

   
n

  (Xi 2  
__

 X  )2   
  ____________ n  

can be used to determine the standard deviation of a 
data set.

standard form
The standard form of a linear equation is Ax 1 By 5 C 
where A, B, and C are constants and A and B are not 
both zero.

Example

The linear equation 2x 1 3y 5 5 is written in 
standard form.

statistic
Statistics are numerical characteristics of data.

stem-and-leaf plot
A stem-and-leaf plot is a graphical method used to 
represent ordered numerical data.

Example

The stem-and-leaf plot represents the data set 55, 62, 
73, 75, 76, 79, 80, 83, 86, 87, 87, 88, 88, 89, 89, 89.

Stems Leaves

1

2

3

4

5 5

6 2

7 3  5  6  9

8 0  3  6  7  7  8  8  9  9  9

7 | 3 5 73

solution of a compound inequality
The solution of a compound inequality is the  
part or parts of the solutions that satisfy both  
of the inequalities.

Example

The number line shows the solution of the compound 
inequality x , 22 or x . 1.

–5 –4 –3 –2 –1 0 1 2 3 4 5

x < –2 or x > 1

solution of a system of  
linear inequalities
The solution of a system of linear inequalities is the 
intersection of the solutions to each inequality. Every 
point in the intersection region satisfies the solution.

Example

The solution of this system of linear inequalities is 
shown by the shaded region, which represents the 
intersection of the solutions to each inequality.

         200a 1 100c # 800             
75(a 2 1) 1 50c $ 150

   
 
  

Adult Rafters

C
hi

ld
 R

af
te

rs

86

2

4

6

8

22
22

4224

24

26

26

28

28

x0

y

solve an inequality
To solve an inequality means to determine the values of 
the variable that make the inequality true.

Example

The inequality x 1 5 . 6 can be solved by subtracting 
5 from each side of the inequality. The solution is x . 1. 
Any number greater than 1 will make the inequality  
x 1 5 . 6 true.
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term of a sequence
A term of a sequence is an individual number, figure, or 
letter in the sequence.

Example

In the sequence 2, 4, 6, 8, 10, the first term is 2, the 
second term is 4, and the third term is 6.

theorem
A theorem is a statement that can be proven true using 
definitions, postulates, or other theorems.

transformation
A transformation is the mapping, or movement, of 
all the points of a figure in a plane according to a 
common operation.

Example

re�ection over a line rotation about a point

substitution method
The substitution method is a process of solving a 
system of equations by substituting a variable in one 
equation with an equivalent expression.

Example

Solve the following system of equations by using the 
substitution method:

      x 2 3y 5 4
         

2x 1 5y 5 214
  
 
 

First, solve the first equation for x. Then, substitute 
in the second equation. Next, substitute y 5 22 into 
the equation x 2 3y 5 4. The solution of the system 
is (22, 22).

sufficient condition
A correlation is not a sufficient condition for causation, 
meaning that a correlation between two variables is not 
enough to establish that one variables causes another.

symmetric distribution
In a symmetric distribution of data, the left and 
right halves of the graph are nearly mirror images 
of each other. There is often a “peak” in the middle 
of the graph.

Example

These data show a symmetric distribution.

Symmetric

x xx x x x x
x x x x

x x
x x

x
x

x
x x

x

system of linear equations
When two or more equations define a relationship 
between quantities, they form a system of 
linear equations.

Example

The equations y 5 3x 1 7 and y 5 24x are a system of 
equations.
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translation
A translation is a rigid motion that “slides” each point of 
a figure the same distance and direction.

Example

The top trapezoid is a vertical translation of the bottom 
trapezoid by 5 units.

4

3

2

1

0
21

22

23

24

27 26 25 24 23 22 21 1
x

y

truth table
A truth table is a table that summarizes all possible truth 
values for a conditional statement p → q.

truth value
The truth value of a conditional statement is whether the 
statement is true or false.

two-way frequency table
A two-way frequency table displays categorical data by representing the number of occurrences that fall into each 
group for two variables.

Example

Favorite Meals of Students

Burgers
Chicken 
Nuggets

Pizza Salad Bar

G
ra

d
e 

Le
ve

l 9th grade / / / / / / / / / / / /

10th grade / / / / / / /  / / / / / / / / / 
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vertical translation
A vertical translation is a type of transformation that 
shifts the entire graph up or down. A vertical translation 
affects the y-coordinate of each point on the graph.

Example

The graphs of z(x) 1 3 and z(x) 2 4 are vertical 
translations of the graph of z(x).

24 23 22 21
21

22

23

10 2 3 4
x

24

y

4

3

2

1

z(x) 2 4

z(x) 1 3z(x)

U

upper fence
The value of Q3 1 (IQR ? 1.5) is known as the upper 
fence of a data set.

V

Vertical Line Test
The Vertical Line Test is a visual method used to 
determine whether a relation represented as a graph is 
a function.

Examples

The equation y 5 3x2 is a function, because the graph 
of the function passes the Vertical Line Test.

24 23 22 21

10

5

25
10 2 3 4

x

210

y

30

25

20

15

The equation x2 1 y2 5 9 is not a function, because the 
graph of the function fails the Vertical Line Test.

24 23 22 21

2

1

21
10 2 3 4

x

22

23

24

y

4

3
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Symbols
> (congruence relationship), 662, 748
,, #, $, . (inequality), 413, 414, 422
' (perpendicular), 693
p (pi), 469
9, 0 (prime, double prime), 658
S (summation), 470
s (standard deviation), 492

__
x (mean), 470

A
Absolute minimum and absolute 

maximum of functions, 40–41, 67
Absolute value, definition of, 124, 127
Absolute value equations, linear, 

127–129
isolating absolute value parts of, 129
solutions of, 125, 127–129, 157
writing and evaluating, 158

Absolute value functions, linear, 42, 50, 
56, 68

graph of, 133–134
Absolute value inequalities, linear, 

130–134
forms of, 134
graph of, 158–159
on a number line, 159
solving, 134, 158–159
writing, 130–131

Addition Property of Equality, 85
Algebraic solutions

of linear functions, 78–80
of linear inequalities, 106–107

Analytic geometry, 651
Angle-Angle-Side (AAS) Congruence 

Theorem, 775–783, 791
constructions to support, 776–778
reflection to support, 778–781

Angles, 681–688
bisecting, 686–688, 713
congruent, 686, 744, 765
copying (duplicating), 684–685
corresponding, 747
definition of, 682
graph of, 682
included, 760
measurement of, 683, 693

classifying triangles by, 856–857
of rotation, 726, 786
sides of, 682
translation of, 682–683, 688, 712

Angle-Side-Angle (ASA) Congruence 
Theorem, 769–774, 782–783, 790

Arc, 661
Area, 793–852

of composite figures, 833–842, 
851–852

of parallelogram, 823–832, 847–849
doubling, 849
formula for, 824

of rectangle, 796–797, 843–844
of square, 843–844
transformations to determine,  

795–804, 844
of trapezoid, 833–838, 850–851
of triangle, 805–822, 845–847

doubling, 847
formula for, 806, 845

Argument of function, 319
Arithmetic mean, 470, 472, 476, 503, 

510, 516
Arithmetic sequences, 229–230, 288

common difference of, 229–230, 288
as slope of linear function, 291

definition of, 229
explicit formulas for, 238–239,  

277, 289
in function notation, 277, 298
graphs of, 290
recursive (NOW NEXT) formulas for, 

245–246, 289
Association, types of, 534

See also Correlation
Associative Property, 85, 928

functions and, 275–286
as tables, 252–255

Asymptotes, 309, 357
Axes of graphs, labeling, 74, 632

B
Bar graph, 610, 612
Base

common, 352
of exponential function, 291
of parallelogram, 824
of trapezoid, 835, 850
of triangle, 813

Basic function, 314, 358, 359, 361
Best fit

curves of, 625–630, 646
line of, 167, 203

Biconditional statements, 923, 950
Bin, 463
Bisecting angles, 686–688, 713
Bisecting line segment, 676–679, 711
Box-and-whisker plots, 460, 473,  

483, 514
outliers on, 483

Break-even point, 368–369

C
Categorical (qualitative) data, 581, 609
Categorical variables, data sets for two, 

577–614

drawing conclusions from, 601–608, 
613–614

See also Frequency distributions
Causation

correlation vs., 563–568, 575
definition of, 565
proving, 565
relationships mistaken for, 566

Center of circle, 661
Central tendency, measures of, 469–478

definition of, 470
mean, 470, 472, 476, 503, 510, 516
median, 470, 476, 503, 510, 516

Change, rate of
negative, 155
for simple and compound interest, 

356
unit, 76–77, 150

Circle
center of, 661
definition of, 661
diameter of, 874
points on a, 871–888

center not on origin, 875–877, 
885–888, 894, 897

center on origin, 872–875,  
880–884, 893

Distance Formula to determine, 
893–895

given center and radius, 896
Pythagorean Theorem to 

determine, 893–897
in a quadrant, 881
after a transformation, 895

Coefficient, correlation. See Correlation 
coefficient (r-value)

Collinear points, 527
Common base, 352
Common difference, 229–230, 288

as slope of linear function, 291
Common ratio, 231, 288

as base of exponential function, 291
Common response, 566
Commutative Property, 85
Compass, 660

bisecting an angle with, 687
copying (duplicating) angle with, 684
copying (duplicating) line segment 

with, 664, 710
segment bisector using, 677

Composite figures
area and perimeter of, 833–842, 

851–852
definition of, 839

Compound inequalities, 42, 111–122
in compact form, 114, 120, 157
conjunction, 117, 156

In
d

ex

Index
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side-by-side stem-and-leaf plot, 
508, 520

interquartile range (IQR), 481, 492, 
503, 510, 517

measures of central tendency, 
469–478

definition of, 470
mean, 470, 472, 476, 503,  

510, 516
median, 470, 476, 503, 510, 516

outliers, 482–483, 492, 502, 517
standard deviation, 489–504, 

510, 536
calculating and interpreting, 518
definition of, 492
formula for, 492–493, 518
graphing calculator to determine, 

495
graph of, 497–498, 501, 519

Data sets for two categorical variables, 
577–614

drawing conclusions from, 601–608, 
613–614

Seealso Frequency distributions
Decimal, percent converted to, 296
Decreasing functions, 38–39, 66
Deduction, 903, 947
Degrees, 683
Dependency, 4–8
Dependent quantities, 4–8, 36, 63

identifying, 149
Diameter of circle, 874
Direct proof, 926–928, 950
Discrete data, 457, 513
Discrete graph, 32, 64, 65
Disjunctions, 117, 156
Distance Formula, 655, 709

classifying quadrilaterals using, 
892–893

classifying triangles using, 890
points on a circle determined using, 

893–895
Distance on coordinate plane, 657
Distributive Property, 801

to combine linear equations, 209
to write linear equations, 208

Division Property of Equality, 85
Domain of relation, 32
Dot plots, 457, 513
Duplicating (copying)

angles, 684–685
line segments, 660–665, 710

E
Equations

analyzing, 78–80
relationship between function 

notation and, 36, 66
for solving linear situations, 

comparing tables, and graphs 
to, 153

with two variables, 205, 206
Seealso Linear equations; Literal 

equations
Equilateral triangle, 705–706, 715
Equivalent compound inequalities, 134
Experiments, 564

Continuous data, 463, 515
Continuous graph, 32, 64, 65
Contradiction, proof by, 928
Contrapositive of conditional statement, 

920–921, 949
Converse of conditional statement, 

916–917, 949
Coordinate notation, 315

horizontal translation using,  
320, 360

reflections using, 329–330, 362
vertical translation using, 315, 358

Coordinate plane
inequalities represented on, 155
length and distance equivalence 

on, 657
points on, 9, 64
transformations of geometric figures 

on, 725–740
reflection, 734–740, 756–758,  

787
rotation, 726–733, 786
translation, 725–726, 785

Seealso Geometric figures; 
Geometry

Coordinates of intersection point of two 
graphs, 369

Coordinate system, 251
Copying (duplicating)

angles, 684–685
line segments, 660–665, 710

Correlation, 533–540, 571
causation vs., 563–568, 575
definition of, 535

Correlation coefficient (r-value), 169, 
204, 535, 542, 543, 574

analyzing correlation using, 571
determining and interpreting, 571
formula for, 536, 571

Corresponding angles, 747
Corresponding sides, 746
Cube root, 341, 363
Curves of best fit, 625–630, 646

D
Data

categorical, 581, 609
continuous, 463, 515
discrete, 457, 513
interval of, 515
raw, 613
representing, 584–586

Data distribution, 458–459
normal, 498, 519
skewed, 458, 459, 476, 513, 516

Data sets
exponential models from, 647
variables in vs. groups in, 581

Data sets for one variable, 453–520
analyzing and interpreting, 505–512
graphically representing, 455–468

box-and-whisker plots, 460, 473, 
483, 514

data distribution, 458–459, 513, 
516

dot plots, 457, 513
histograms, 463, 515

definition of, 113
disjunction, 117, 156
equivalent, 134
examples of, 114
“or” or “and” in, 113–114, 116, 118, 

119, 120, 156, 157
solution of, 117–120

more than one, 115–117
on number line, 117–118, 156

table of, 112–113
writing, 156

Compound interest, 300–302, 355–356
formula for, 302, 306
rate of change for, 356

Conclusions, 564
of conditional statement, 912
false, 947
from logical reasoning, 904–911, 947

Conditional statements, 912–915
biconditional statements, 923, 950
contrapositive of, 920–921, 949
converse of, 916–917, 949
inverse of, 918–919, 949
proofs of, 925–930

direct, 926–928, 950
indirect, 928–930, 951

truth value of, 912, 914, 948
writing, 948

Confounding variable, 566
Congruence, 719–792

flipping for, 756–758
representing, 765–768
statements of, 748–750
understanding, 744–747
Seealso Congruent triangles

Congruent angles, 686, 744, 765
Congruent line segments, 662, 744, 765
Congruent triangles, 743–750

Angle-Angle-Side (AAS) Congruence 
Theorem of, 775–783, 791

constructions to support, 776–778
reflection to support, 778–781

Angle-Side-Angle (ASA) Congruence 
Theorem of, 769–774,  
782–783, 790

corresponding angles of, 747
corresponding sides of, 746
properties of, 745
Side-Angle-Side (SAS) Congruence 

Theorem of, 759–768, 789
constructions to support, 760–761
rotation to support, 762–764

Side-Side-Side (SSS) Congruence 
Theorem of, 751–758, 788

Conjunctions, 117, 156
Consistent system of linear equations, 

381
Constant functions, 38–39, 66
Constraints, 420, 448
Construction tools

AAS Congruence Theorem supported 
using, 776–778

bisecting a line segment using, 711
bisecting an angle using, 713
duplicating a line using, 664, 710
SAS Congruence Theorem supported 

using, 760–761
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Geometry, 649–718
analytic, 651
angles, 681–688

bisecting, 686–688, 713
congruent, 686, 744, 765
copying (duplicating), 684–685
corresponding, 747
definition of, 682
graph of, 682
included, 760
measurement of, 683, 693,  

856–857
sides of, 682
translation of, 682–683, 688, 712

equilateral triangle, 705–706, 715
isosceles triangle, 706–707, 716
line segments, 651–666

bisecting, 676–679, 711
congruent, 662, 744, 765
copying (duplicating), 660–665,  

710
Distance Formula, 655, 709
translation of, 657–665, 710

midpoints, 667–680
bisectors to find, 676–679, 711
definition of, 672
Midpoint Formula to find, 672, 

674–675, 711
parallel lines, 689–694, 713

constructing, 703–704
slopes of, 713

perpendicular lines, 693–698, 713
constructing, 700–702, 715
definition of, 693
as shortest distance between a 

point and a line, 697–698, 714
slopes of, 694, 713, 813

rectangle, 708, 718, 823
area and perimeter of, 796–797, 

843–844
constructing, 708, 718

square, 707, 717
area and perimeter of, 843–844
congruent sides of, 801
constructing, 707, 717

Graphic organizers, 45
Graphing calculator

box-and-whisker plot on, 473
to complete a table, 95
data set represented in, 165
exponential regression equation 

on, 633
function graphed on, 37
graphs analyzed with, 96–98
intersect feature of CALC, 97–98
intersection feature, 357, 364
linear regression on, 167, 203
mean on, 472
parentheses on, 99
piecewise functions graphed on, 43
to plot residuals, 558
recursive formula on a, 248–249
scientific notation on, 42
standard deviation determined 

using, 495
TABLE feature of, 95–96
value feature, 96, 449

relative, 589–594
creating and analyzing, 611
definition of, 590, 611
graphs of, 612

relative frequency conditional 
distribution, 595–600

creating and analyzing, 613
definition of, 598

relative frequency marginal 
distribution, 590, 611

two-way frequency table to analyze, 
581, 609

Function notation, 36, 66
arithmetic sequence in, 298
explicit formula in, 277, 282
solutions to linear equations using, 150

Functions
absolute minimum and absolute 

maximum of, 40–41, 67
adding, 201
argument of, 319
basic, 314, 358, 359, 361
constant, 38–39, 66
decreasing, 38–39, 66
definition of, 32
families of, 40–52

distinguishing between, 54–55, 
67–68, 69

graphical behaviors of, 55–62, 70
graphing calculator to graph, 37
increasing, 38–39, 66
naming, 376
as relation, 65
representing linear inequalities, 

103, 110
sequences and, 275–286
in two variables, 174–186, 205
Seealso Exponential functions; Linear 

functions
Future values, predicting, 647

G
Geometric figures, 721–742

perimeter and area of, 793–852
composite figures, 833–842, 

851–852
determining, 796
parallelograms, 823–832, 847–849
rectangles, 797, 843–844
squares, 843–844
trapezoids, 833–838, 850–851
triangles, 805–822, 845–847

transformations of, 725–740,  
795–804, 844

points on a circle after, 895
reflection, 734–740, 756–758, 

778–781, 787
rotation, 726–733, 786
translation, 725–726, 785

Geometric sequences, 231, 288
common ratio of, 231, 288

as base of exponential function, 291
definition of, 231
explicit formulas for, 242, 289

in function notation, 282
graphs of, 290
recursive formulas for, 246, 289

Explicit formulas
for arithmetic sequences, 238–239, 

277, 289
in function notation, 277, 282
for geometric sequences, 242, 

282, 289
Exponential functions, 40, 48, 56, 68, 

293–364
base of, 291
exponential growth, 348–351
graphs of, 305–312, 357, 364

asymptotes of, 309, 357
reflections of, 327–331, 361–362
transformations of, 316–321,  

358–362
increasing and decreasing, 356
interest

compound, 300–302, 306,  
355–356

rate of change for, 356
simple, 296–299, 302, 355–356

inverses, 353–354
linear functions compared to,  

295–304
modeling with, 631–638, 647
multiple representations of, 310–312
nth roots in radical form, 341, 363
population problems, 356

intersecting points to solve, 357
radical expressions, 363
radicals as powers and powers as 

radicals, 363
rational exponents, 337–346, 363

definition of, 343
solving, 347–354, 364

using properties of exponents and 
common bases, 352

writing, 364
Exponential regression equation, 633
Exponents

negative, 338–339, 363
rational, 337–346
solving exponential functions using 

properties of, 352
Expressions, writing, 149
Extrapolation, 526, 569–570

F
Families of functions, 40–52

distinguishing between, 54–55, 
67–68, 69

graphical behaviors of, 55–62, 70
Fibonacci sequence, 221
Finite sequences, 220, 287
First differences, 76

to determine unit rate of change, 150
Five number summary, 460, 514
Formulas, literal equations in, 188, 

193–194
Frequency, 463, 515

joint, 582
Frequency distributions, 579–614

definition of, 582
frequency marginal distribution, 

583, 610
graphs of, 584–586, 610
interpreting, 579–588
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K
Key for graphs, 585, 610

L
Labeling axes of graphs, 74, 632
Least squares regression, 523–532

Seealso Linear regression
Least squares regression equation, 

570, 574
Least squares regression line, 528, 570
Legs of trapezoid, 835, 850
Length, on coordinate plane, 657
Linear absolute value equation. See 

Absolute value equations, linear
Linear absolute value functions. See 

Absolute value functions, linear
Linear absolute value inequalities. See 

Absolute value inequalities, linear
Linear combinations method of solving 

system of linear equations, 
383–390, 405, 406

Linear equations, 173–186
combining, 195–202

Distributive Property of 
Multiplication for, 209

converting to solve for specific 
variable, 207

Distributive Property of Multiplication 
to write, 208

graphing solution for, 150, 178–180
point-slope form of, 690
in slope-intercept form, 183, 184, 

191, 207
solution of, 82

on a graph using an intersection 
point, 151

using function notation, 150
in standard form, 183–186, 207
table values for, 185–186
unit analysis of, 181–183
Seealso Systems of linear equations

Linear expressions, maximum and 
minimum values of, 439–446, 451

Linear functions, 40, 47, 56, 68, 73–101, 
161–210, 627

exponential functions compared to, 
295–304

graph of, 78–80
parts of, 152
slope of, common difference as, 291
solutions of

algebraic, 78–80
graphing, 78–80
using intersection points, 82–84

tables for, 74–77
technology to complete, 95–96

transformations of, 322–324
reflections, 331–332, 361, 362
translations, 322–324, 358–360

units of measure associated with, 
74–79

Seealso Linear regression equations
Linear inequalities, 101–110

algebraic solution for, 106–107
function representing, 103, 110

H
Half-plane, 414, 447
Height

of parallelogram, 824, 847
of triangle, 813

Histograms, 463, 515
Horizontal asymptote, 309
Horizontal reflections, 362
Horizontal translations, 319–321, 

359–360, 658
Hypothesis, 912

I
Image, 658, 799
Included angle, 760
Included side, 771
Inconsistent system of linear equations, 

381
Increasing functions, 38–39, 66
Independent quantities, 4–8, 36, 63, 75

identifying, 149
Index

of radical, 341, 363
of term, 238

Indirect proof, 928–930, 951
proof by contradiction, 928

Induction, 903, 947
Inequalities

definition of, 413
with a negative rate of change, 155
representing on a coordinate plane, 

155
representing on a number line, 154
simple, 113
solving, 154
writing, 154
Seealso Compound inequalities; 

Linear inequalities
Inequality symbols, 413, 414, 422
Infinite sequences, 220, 287
Infinity, negative, 42
Intercepts of equation with two 

variables, 205
Interest

compound, 300–302, 306, 355–356
rate of change for, 356
simple, 296–299, 302, 355–356

Interpolation, 525, 569–570
Interquartile range (IQR), 481, 492, 503, 

510, 517
Intersection points, 82, 105

coordinates of, 369
linear equations solved using, 150
linear functions solved using, 82–84
nonlinear functions solved using, 160
population problems solved using, 

357
Interval of data, 515
Inverse of conditional statement, 

918–919, 949
Inverses, 353–354
Isosceles triangle, 706–707, 716

J
Joint frequency, 582

Graphs, 617
analyzing and sorting, 17–34
bar, 610, 612
continuous, 32, 64, 65
coordinates of intersection point of 

two, 369
of data sets for one variable, 455–468

box-and-whisker plots, 460, 473, 
483, 514

data distribution, 458–459, 
513, 516

dot plots, 457, 513
histograms, 463, 515
side-by-side stem-and-leaf plot, 

508, 520
discrete, 32, 64, 65
of exponential functions, 305–312, 

357, 364
asymptotes of, 309, 357
reflections of, 327–331, 361–362
transformations of, 316–321,  

358–362
of frequency distribution, 584–586, 

610
of functions, 56–62
intersection point of, 82, 105
key for, 585, 610
labeling axes of, 74, 632
of linear absolute value function, 

133–134
of linear absolute value inequalities, 

158–159
of linear equations, 150, 178–180
of linear functions, 78–80
of linear inequalities, 104–105, 108, 

411–418, 447
as half-plane, 414, 447
representing solution set in,  

414–417, 447
of linear regression equation, 168
matching scenarios and, 9–14, 64
modeling with, 621–624
of nonlinear functions, 160
of normal distribution, 501
of quantities, 4–8
of relative frequency distribution,  

612
of sequences, 251–274, 290
for solving linear situations, 

comparing tables, and equations 
to, 153

of standard deviation, 497–498, 
501, 519

of system of linear equations, 
403, 406

of systems of linear inequalities, 
433, 449

with more than two linear 
inequalities, 450

using graphing calculator,  
426, 449

technology to analyze, 96–98
transformations of. See 

Transformations
visual display of data in, 9, 64

Grids, logic puzzle, 934, 952
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solution of compound inequality on, 
117–118, 156

O
One-to-one correspondence, 759
Opposites, 124, 125
Ordered pairs, unit rate of change from, 

76
Origin, center of circle on, 872–875, 

880–884
Outliers, 482–483, 492, 502, 517

P
Parallel lines, 689–694, 713

constructing, 703–704
slopes of, 713

Parallelograms
area of, 823–832, 847–849

doubling, 849
formula for, 824

base of, 824
definition of, 823
height of, 824, 847
perimeter of, 823–832, 847–849

Parentheses, on graphing calculator, 99
Patterns, recognizing and describing, 

213–222, 287
Seealso Sequences

Percent, calculations with, 296
Perimeter, 793–852

of composite figures, 833–842, 
851–852

determining, 796
of parallelograms, 823–832, 847–849
of rectangle, 797, 843–844
rectangle constructed given, 708
square constructed given, 707
of squares, 843–844
transformations to determine,  

795–804, 844
of trapezoids, 833–838, 850–851
of triangles, 805–822, 845–847

Perpendicular lines, 693–698, 713
constructing, 700–702, 715
definition of, 693
as shortest distance between a point 

and a line, 697–698, 714
slopes of, 694, 713, 813

Piecewise functions, linear, 42–43, 
51, 68

modeling with, 617–624
characteristics of, 645

Points
on a circle, 871–888

center not on origin, 875–877, 
885–888, 894, 897

center on origin, 872–875,  
880–884, 893

Distance Formula to determine, 
893–895

given center and radius, 896
Pythagorean Theorem to 

determine, 893–897
in a quadrant, 881
after a transformation, 895

collinear, 527
on coordinate plane, 9, 64

methods of logical reasoning,  
901–908

conclusions from, 904–911, 947
deduction, 903, 947
induction, 903, 947

problem solving using, 931–946, 951
logic puzzle grids in, 934, 952

proofs, 925–930
direct, 926–928, 950
indirect, 928–930, 951

truth tables, 914, 948
Lower fence, 482

M
Mathematical modeling, 615–648

choosing best regression equation 
for, 639–644, 648

with curves of best fit, 625–630, 646
exponential functions for, 631–638, 

647
with graphs, 621–624
linear piecewise functions, 617–624

characteristics of, 645
linear regression for, 163–172, 203

Maximum of functions, absolute,  
40–41, 67

Mean, 470, 472, 476, 503, 510, 516
Measures of central tendency. See 

Central tendency, measures of
Median, 470, 476, 503, 510, 516
Midpoint Formula, 672, 674–675
Midpoints, 667–680

bisectors to find, 676–679, 711
definition of, 672
Midpoint Formula to find, 672,  

674–675, 711
Minimum of functions, absolute,  

40–41, 67
Modeling. See Mathematical modeling
Motion, rigid, 658, 710

Seealso Transformations
Multiplication Property of Equality, 85

N
Necessary condition, 565, 575
Negation, 918, 922
Negative exponents, 338–339, 363
Negative infinity, 42
Negative numbers, adding, 229
Negative reciprocals, 694
Non-included side, 776
Nonlinear functions, graphically solving 

using intersection points, 160
Normal distribution, 498, 519

graph of, 501
NOW NEXT formulas. See Recursive 

formulas
nth root, 341, 363
Number laws, 926–928

Seealso Associative Property; 
Commutative Property; 
Distributive Property

Number line
inequalities represented on, 154
linear absolute value inequality on, 

159
opposites on, 124, 125

graph of, 104–105, 108, 411–418
as half-plane, 414, 447
representing solution set in,  

414–417, 447
reversing sign of, 107–109
in two variables, 447
Seealso Systems of linear 

inequalities
Linear piecewise functions, 42–43, 

51, 68
modeling with, 617–624

characteristics of, 645
Linear programming, 439–446, 451

definition of, 440
Linear regression, 163–172

analyzing, 170–171
correlation coefficient of, 169, 204, 

535, 536, 542, 543, 571, 574
definition of, 167, 203
graph of, 168

using graphing calculator,  
167, 203

interpolation and extrapolation from, 
525, 569–570

to make predictions, 164–166, 203
to model data, 163–172, 203

Linear regression equations, 167
graphing calculator to determine, 167
graph of, 168
interpreting, 569

Linear regression line, correlation and, 
535

Lines
of best fit, 167, 203
as figure, 658
linear regression, 535
parallel, 689–694, 713

constructing, 703–704
slopes of, 713

perpendicular, 693–698, 713
constructing, 700–702, 715
definition of, 693
as shortest distance between a 

point and a line, 697–698, 714
slopes of, 694, 713, 813

of reflection, 329, 361, 362, 734, 787
Line segments, 651–666

bisecting, 676–679, 711
congruent, 662, 744, 765
copying (duplicating), 660–665, 710
Distance Formula, 655, 709
translation of, 657–665, 710

Literal equations, 187–194
definition of, 188
in formulas, 188, 193–194
in slope-intercept form, 191–192
in standard form, 191–192

Logic, 899–952
conditional statements, 912–915

biconditional statements, 923, 950
contrapositive of, 920–921, 949
converse of, 916–917, 949
inverse of, 918–919, 949
truth value of, 914, 948
writing, 948

logically equivalent propositional 
forms, 922
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S
Scatter plot, 542, 574

real life data modeled using, 646
See also Residual plots

Scenarios, matching graphs to, 9–14, 64
Scientific notation, on graphing 

calculator, 42
Segment bisector, 676
Sequences, 211–292

definition of, 214, 287
Fibonacci, 221
finite, 220, 287
general rules for expressing, 238
graphs of, 251–274
infinite, 220, 287
recognizing, 213–222
terms in, 214, 287

formulas to determine, 235–250
index of, 238
initial, 238
nth, 238
term number, 238, 239

Seealso Arithmetic sequences; 
Geometric sequences

Sets, one-to-one correspondence of, 
759

Seealso Data sets; Data sets for 
one variable; Data sets for two 
categorical variables

Side-Angle-Side (SAS) Congruence 
Theorem, 759–768, 789

constructions to support, 760–761
rotation to support, 762–764

Side-by-side stem-and-leaf plot, 
508, 520

Sides
of angles, 682
classifying triangles by, 857
corresponding, 746
included, 771
non-included, 776

Side-Side-Side (SSS) Congruence 
Theorem, 751–758, 788

Significant digits, 167, 203
Simple inequalities, 113
Simple interest, 296–299, 355–356

formula for, 302
rate of change for, 356

Simplifying expressions with negative 
exponents, 363

Skewed data distributions, 458, 459, 
476, 513, 516

Slope-intercept form
of linear equation, 183, 184, 191, 207
of literal equation, 191–192

Slopes
classifying quadrilaterals using, 

892–893
common difference as, 291
of parallel lines, 713
of perpendicular lines, 694, 713, 813

Solutions
of absolute value equations, 125, 

127–129, 157
of compound inequalities, 117–120
exact vs. approximate, 762
of linear equation, 82, 150, 151

Recursive formulas
for arithmetic sequences, 245–246, 

289
for geometric sequences, 246, 289
on graphing calculator, 248–249

Reflections, 327–336, 721
of exponential functions, 328–331, 

361–362
of geometric figures, 734–740,  

756–758, 787
to support AAS Congruence 

Theorem, 778–781
horizontal, 362
of linear functions, 331–332, 361–362
line of, 329, 361, 362, 734, 787
of triangles, 787
vertical, 361–362

Regression equations, modeling with, 
639–644, 648

Seealso Linear regression equations
Regular polygon, 839
Relations

definition of, 32
domain of, 32
function as, 65
range of, 32

Relationships
dependency in, 4–8
between equation and function 

notation, 36
mistaken for causation, 566
points on coordinate plane modeling 

or representing, 9, 64
Seealso Functions; Graphs; Linear 

functions
Relative frequency conditional 

distribution, 595–600
creating and analyzing, 613
definition of, 598

Relative frequency distribution,  
589–594

creating and analyzing, 611
definition of, 590, 611
graphs of, 612

Relative frequency marginal distribution, 
590, 611

Relative probability, 640
Residual plots, 541–562

creating, 541–552, 572
definition of, 545
graphing calculator to create, 558
interpreting, 546
shape of, 546, 573, 574
using, 553–562

Residuals, 543
Response, common, 566
Rhombus, 823
Rigid motion, 658, 710

Seealso Transformations
Rotation, 721, 726–733

angle of, 726, 786
point of, 726, 786
of polygons, 731
of trapezoids, 731–732
of triangles, 786

r-value. See Correlation coefficient 
(r-value)

reflection of, 734–735
of rotation, 726, 786

Point-slope form of linear equation, 690
Polygons, 853–898

regular, 839
rotation of, 731
Seealsospecifictypesofpolygons,

e.g.Triangle(s)
Population problems, 356

intersecting points to solve, 357
Postulate, definition of, 752
Powers, as radicals, 363
Pre-image, 658, 799

reflection of, 736
Probability, relative, 640
Proof, 925–930

direct, 926–928, 950
indirect, 928–930, 951

Propositional forms, 912
logically equivalent, 922

Propositional variables, 912
Protractor, 683

angle measurement with, 693
Pythagorean Theorem, 655

circle with center at origin and, 872
classifying triangles using, 890
points on a circle determined using, 

893–897

Q
Quadratic functions, 42, 49, 56, 68, 646
Quadrilaterals

classifying, 863–870
using slope formula and Distance 

Formula, 892–893
description of, given four points on a 

coordinate plane, 892–893
fourth vertex of, given three points, 891
Seealso Parallelograms; Rectangles; 

Squares; Trapezoids
Qualitative (categorical) data, 581, 609
Quantities, 1–16

dependent, 4–8, 36, 63, 149
graphs of, 4–8
independent, 4–8, 36, 63, 75, 149

R
Radical expressions, 363
Radicals

index of, 341, 363
as powers, 363

Radicand, 341
Range of relation, 32
Rate of change

negative, 155
for simple and compound interest, 356
unit, 76–77, 150

Rational exponents, 337–346, 363
definition of, 343

Raw data, 613
Rays, 682
Reciprocals, 694

negative, 694
Rectangles, 708, 718, 823

area and perimeter of, 796–797, 
843–844

constructing, 708, 718
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Translations. See Transformations
Trapezoids

area and perimeter of, 833–838, 
850–851

bases of, 835, 850
definition of, 850
legs of, 835, 850
rotation of, 731–732

Triangles
area of, 805–822, 845–847

doubling, 847
formula for, 806, 845

base of, 813
classifying, 855–862

by angle measures, 856–857
Distance Formula for, 890
Pythagorean Theorem for, 890
by side measures, 857

description of, given three points on a 
coordinate plane, 890

equilateral, 705–706, 715
height of, 813
isosceles, 706–707, 716
perimeter of, 805–822, 845–847
reflection of, 787
rotation of, 786
third vertex of, given two points, 889
translation of, 785
Seealso Congruent triangles

Truth value of conditional statement, 
912, 914, 948

Two-way frequency table, 581, 609

U
Unit analysis, 181–183
Unit rate of change, 150
Upper fence, 482

V
Variables

confounding, 566
in data set, 581
propositional, 912
Seealso Categorical variables, data 

sets for two
Vertical Line Test, 32, 65
Vertical transformations

reflections, 361–362
translations, 314–318, 358–359, 

658, 710

X
x-intercept, of equation with two 

variables, 205

Y
y-intercept, of equation with two 

variables, 205

T
Tables

analyzing, 74–77
for compound inequalities, 112–113
independent and dependent 

quantities identified in, 149
for linear equations, 185–186
for linear functions, 74–77, 95–96
sequences as, 252–255
for solving linear situations, 

comparing equations, and 
graphs to, 153

technology to complete, 95–96
truth, 914, 948
two-way frequency, 581, 609

Terms in sequences, 214, 287
formulas to determine, 235–250
index of, 238
initial, 238
nth, 238
term number, 238, 239

Theorems
definition of, 752, 928
proofs of, 925–930

direct, 926–928, 950
indirect, 928–930, 951

Transformations, 313–326, 358–362, 721
of angles, 682–683, 688, 712
characteristics of graphs after,  

333–336, 362
definition of, 315, 329, 658
of exponential functions, 316–321, 

358–362
reflections, 327–331, 361–362
translations, 313–326

of geometric figures, 725–740
to determine perimeter and area, 

795–804, 844
points on a circle after, 895
reflection, 734–740, 756–758, 

778–781, 787
rotation, 726–733, 786
translation, 725–726, 785

horizontal translation, 319–321, 
359–360

of linear functions, 313–336
reflections, 328–331, 361–362
translations, 313–326, 358–360

of line segments, 657–665, 710
by copying (duplicating), 660–665, 

710
of systems of linear equations, 

377–379
of triangles, 785
using coordinate notation, 315, 320, 

329–330, 358, 360, 362
vertical translation, 314–318,  

358–359

of linear functions, 78–80, 82–84
of linear inequalities, 106–107
of systems of linear equations, 403
of systems of linear inequalities, 421, 

448, 449
Squares, 707, 717

area and perimeter of, 843–844
congruent sides of, 801
constructing, 707, 717

Stacked bar graph, 612
Standard deviation, 489–504, 510, 536

calculating and interpreting, 518
definition of, 492
formula for, 492–493, 518
graphing calculator to determine, 495
graph of, 497–498, 501, 519

Standard form
of linear equations, 183–186, 207
of literal equation, 191–192
of systems of linear equations, 377

Statistics, 470
Stem-and-leaf plot, 508, 520

side-by-side, 508, 520
Straightedge

bisecting an angle using, 687
copying (duplicating) an angle 

using, 684
segment bisector using, 677

Substitution method for solving systems 
of linear equations, 370, 404, 406

Subtraction Property of Equality, 85
Sufficient condition, 565, 575
Symmetric data distribution, 458, 459, 

476, 513, 516
Systems of linear equations, 365–408

consistent, 381
definition of, 370, 403
graphing method of solving, 403, 406
inconsistent, 381
linear combinations method of 

solving, 383–390, 405, 406
to represent problem context, 406
solution of, 403
in standard form, 377
substitution method for solving, 370, 

404, 406
transforming, 377–379

Systems of linear inequalities, 419–452
constraints in, 420, 448
graph of, 426, 433, 449
linear programming, 439–446, 451

definition of, 440
with more than two linear inequalities, 

431–438, 450
graph of, 450
steps for solving, 437

solution of, 421, 448, 449
writing, 448
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